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the residual (e). Eo

» Both the sum and the mean of the residuals are equal to
zero. Thatis, 2 e =0 and e =0.
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QXis.

» If the points in a residual plot are randomly dispersed around
the horizontal axis, a linear regression model is appropriate
for the data; otherwise, a non-linear model is more

appropriate.



RESIDUAL PLOTS
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Independent wariable, X

» The residual plot shows a fairly random pattern - the first
residual is positive, the next two are negative, the fourth |s
positive, and the last residual is negafive. This randgm

pattern indicates that a linear model provides a decenyftit 1o
the data.



RESIDUAL PLOTS

Randorn pattern

» The residual plots show three typical patterns. The first plot
shows a random pafttern, indicating a good fit for a linear
model. The other plot patterns are non-random (U-shape

and inverted U), suggesting a befter fit for a non-lingar
model.
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» Il. Arandom pattern of residuals supports ¢

» lll. Arandom pattern of residuals supports a non-linear model.



often possible to

linear.

» This allows us to use linear regression ftechniques more

effectively with nonlinear data.

» Transforming a variable involves using a mathematical

operation to change its measurement scale.



Linear transformation.
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between variables. Therefore, the correlatio

linear

and y would be unchanged after a linear franstormation.

» Examples of a linear transformation to variable x would be
multiplying x by a constant, dividing x by a constant, or

adding a constant o x.



Nonlinear transformation

» A nonlinear fransformatio
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linear relationships between variables and, thus,

the correlation between variables.

» Examples of a nonlinear transformation of variable x would

be taking the square root of x or the reciprocal of x.



TRANSFORMATIONS TO ACHIEVE LINEARITY

» In regression, a transtformation to achieve linearity is a
special kind of nonlinear transformatfion. It iIs a nonlinear
transformation that increases the linear relationship between

two variables.

Standard linear regression Maone ¥ =bo+ bix

Exponential model Dependent variable = logly) logiy) = bo + bix § = 10M™* b

Ciadratic model Cependent varable = sqrtfy) sqrify} = bg + bx ¥ ={bg+hbx ]1

Reciprocal model Cependent varable = 1y 1fy =bo + bix ¥=1/{ho+ bx)
Logarithmic modal Independent variable = log(x) ¥= ba + bilog(x] ¥ = bo + bilog(x)

Power maodel Dependent variable = logiy] logiyl= bp + bileg(x) Vo= 1ghe ¥ Bilogld
Independent variable = log(x)




» Construct a residual plot.

» Compute the coefficient of determination (R?).

» Choose a tfransformation method.



» Conduct aregression ana
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» Compute the coefficient of deftermination (R?), based on

transformed variables.




HOW TO PERFORM A TRANSFORMATIONS TO
ACHIEVE LINEARITY?
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» The plot suggests that the transformation to achieve linearity was
successful. And the coefficient of determination was 0.96 with /the
transformed data versus only 0.88 with the raw data. The transtermed
data resulted in a better model.




between variables.

» II. A logarithmic model is the most effective
method.

» lll. A residual plot reveals departures from linearity.



